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Abstract
The impact of climate change on agriculture is a growing concern worldwide, and
Ireland is no exception. The purpose of this project is to use machine learning
techniques to predict the effects of climate change on Irish agriculture and identify
strategies for adaptation and mitigation. The project uses the Cross-Industry
Standard Process for Data Mining (CRISP-DM) methodology to guide the data
analysis process, MoSCoW prioritization to identify the most critical needs, and
SWOT analysis to evaluate the strengths, weaknesses, opportunities, and threats
our project may encounter.

Historical temperature data for Ireland and Dublin will be used as our data sources.
The project will use machine learning algorithms to predict the potential effects of
climate change on agriculture and make recommendations for policymakers,
farmers, and researchers to mitigate the potential effects of climate change on Irish
agriculture.

Using CRISP-DM as our framework, the project began with a thorough business
understanding phase, where we identified the key stakeholders and their information
needs, as well as the challenges and opportunities associated with climate change
and agriculture in Ireland (FAO, 2016). This helped us to define our project
objectives more clearly and to develop a comprehensive plan for data collection,
analysis, and modelling.

Introduction

Climate change is one of the most significant challenges facing the world today, and
its impact on agriculture has become increasingly significant. Agriculture is very
sensitive to weather and climate, and relies on natural resources that are directly
affected by the climate. Changes in climate may impact agricultural productivity,
natural resources (such as water and soil) and the health of agricultural workers and
livestock (United States EPA, 2022). In recent years, the impact of climate change
on agriculture has become increasingly significant, as rising temperatures, changing
precipitation patterns, and extreme weather events have disrupted agricultural
production and threatened global food security (IPCC, 2019; Ray et al., 2019).

In Ireland, agriculture is a critical industry, contributing to the economy and providing
a significant portion of the nation's food supply (Teagasc, 2021). However, the
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agricultural sector in Ireland is highly vulnerable to the impacts of climate change,
with rising temperatures, changing rainfall patterns, and extreme weather events
projected to have significant effects on agricultural productivity, natural resources,
and the health of agricultural workers and livestock (EPA, 2021).

The aim of this project is to develop a machine learning model to predict the impacts
of climate change on Irish agriculture and identify strategies for adaptation and
mitigation.

Our project will involve analyzing datasets related to temperature changes in Ireland
and Dublin. We will use statistical models and machine learning algorithms to identify
patterns and trends in these datasets, and to predict the impact of climate change on
crop yields, water availability, and other key variables.

Overall, we aim to develop a predictive model that can help stakeholders in the Irish
agriculture sector to adapt to the challenges of climate change, and help businesses
to gain a competitive advantage by leveraging the insights provided by the model.

We will be using the Cross Industry Standard Process for Data Mining
(CRISP-DM) framework to guide and structure our project.

Technologies Used for This Project
The technologies that will be used to complete the technical phases of our project,
as outlined in the CRISP-DM framework, are described below.

Programming Language
Our programming language of choice is Python:

● High-level general purpose programming language (Kuhlman, D., 2012)
● Extensive availability of libraries with tools for manipulating, visualizing, and

training machine learning models (e.g. pandas, Matplotlib, NumPy) (Tuama,
D., 2022)

● Ideal for computationally-intensive applications and general purpose systems
(McKinney, W., 2013).

● Open source.
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Environment for development
Jupyter Notebook
We will be using Jupyter Notebook as our web-based environment for the
development and presentation of our project.

● Open source web application, part of Project Jupyter.
● Supports the creation and sharing of documents that contain live code,

equations, visualizations, and text.
● Free for download (on its own, or through the Anaconda repository).
● The core programming languages it supports are: Julia, Python and R.

(Driscoll, M.)

Project Goals and Objectives
Using the MoSCoW prioritization technique, we are able to identify the most critical
needs of our project in order to successfully organize its development and adaptation
strategies.

The MoSCoW prioritization resulted in the following list of objectives:

● Must-Haves:
- Analysis and result evaluation of historical yearly temperature data for

Ireland from 1961 to 2021.
- Analysis and result evaluation of historical monthly temperature data

for Dublin from November 1941 to March 2023.
- Predictive machine learning model for temperature trend prediction of

the next decades.

● Should-Haves:
- Visualizations of the results acquired through data mining.
- Visualizations of climate predictions.
- Visualizations comparing the different Machine Learning regression

models used.

● Could-Haves:
- User interface for the analyzed historical data.
- User interface for the machine learning model.

● Won't-Haves:
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- Website to market our project’s goals and allow users to access the
results of our analysis and explore the climate predictions of the ML
model.

Roles and Responsibilities
Identifying an area of interest and idea

Rodrigo Sarah Supervisor

Finding and selecting and
area of interest

Finding and selecting and
area of interest

Support students to identify
areas of interest relevant to
project requirements

Developing a proposal and Strategic Analysis / Business Case

Rodrigo Sarah Supervisor

Responsible for research,
developing and writing the
proposal

Responsible for research,
developing and writing the
proposal

Feedback on whether
project meets QQI Level 8
standards

Feedback on feasibility and
sustainability of the project
and technologies chosen.

Obtaining the data

Rodrigo Sarah Advisor

Responsible for carrying out
the selection and “collection”
of the datasets

Supported the selection of
the datasets

Advice on legal and ethical
issues related to the data
sourcing

Data Understanding and Initial Analysis

Rodrigo Sarah Advisor

Responsible for carrying out
the initial analysis and
understanding of the data

Responsible for supporting
and reviewing the initial
analysis and understanding
of the data

Available to support
students on code
development, structure, and
quality of the data
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Data Preparation

Rodrigo Sarah Advisor

Responsible for carrying out
the preparation of the data

Responsible for supporting
and reviewing the data
preparation process

Available to support
students on code
development, structure, and
quality of the data

Modelling

Rodrigo Sarah Advisor

Responsible for creating the
ML model, performing
cross-validation, fitting and
evaluating the model

Responsible for supporting
the development of the ML
model

Available to support
students on code
development and machine
learning algorithms to be
used

Responsible for carrying out
improvements on the model

Responsible for supporting
and advising improvement
steps

Evaluation

Rodrigo Sarah Advisor

Responsible for performing
the evaluation of the models

Available to support
students on code
development and evaluation
of the machine learning
models

Responsible for interpreting,
understanding and
developing a conclusion
from the models’ evaluation

Responsible for interpreting,
understanding and
developing a conclusion
from the models’ evaluation

Deployment

Rodrigo Sarah Advisor

7



Responsible for drawing
conclusions and performing
a project review of results.

Responsible for drawing
conclusions and performing
a project review of results.

Available to support
students on project results.

Developing the Project Report

Rodrigo Sarah Advisor

Responsible for images and
graphs of the report

Responsible for research
and writing of the report

Available to support and
provide feedback to
students on the report’s
progress, writing and
structuring

Responsible for supporting
and advising on the report’s
development

Responsible for review and
proofreading of the report

Responsible for review and
proofreading of the report

Responsible for analysis
and deriving conclusions
from the results obtained

Responsible for analysis
and deriving conclusions
from the results obtained

Developing the Poster Presentation

Rodrigo Sarah Advisor

Responsible for developing
the poster presentation

Responsible for supporting
and reviewing the poster
development

Available to support and
provide feedback to
students on the poster
presentation

Responsible for review and
proofreading of the poster

Responsible for review and
proofreading of the poster

Provided template for the
poster

Developing the slides for Pre-Recorded Presentation

Rodrigo Sarah Advisor

Responsible for creating the
slides, preparing and
participating in the
pre-recorded presentation

Responsible for creating the
slides, preparing and
participating in the
pre-recorded presentation
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CRISP-DM Overview
The CRISP-DM framework for the data mining process consists of six iterative
phases, described below:

1. Business Understanding: Concrete goals for data mining and requirements
are defined; outline of project plan and business goals.

2. Data Understanding: Initial data is collected; an initial analysis of the data
and its quality is carried out; it is identified whether the available data meets
the requirements defined in the previous phase.

3. Data Preparation: Here, relevant data is selected, cleaned and prepared in
order to be used in the next modelling phase.

4. Modelling: A modelling technique is chosen; the model is created and
assessed.

5. Evaluation: The results produced are evaluated; the overall process is
reviewed; next steps are determined.

6. Deployment: The deployment, maintenance and monitoring are planned; the
final report is concluded; the project is reviewed.

2.1. Data Understanding - Surface Temperature
Change
For this project we will be working with two different datasets. Initially, we will be
dealing with them separately. The first dataset ‘Surface_Temperature_Change.csv’
deals with the surface temperature change globally, by country and by year.

Surface Temperature Change dataset

Import the libraries
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Import the data

FAO.[FAOSTAT]. License: CC BY-NC-SA 3.0 IGO. Extracted from:
[https://www.fao.org/faostat/en/#data/ET]. Date of Access: [20-03-2023].

This dataset provides information on changes in global surface temperature across all
countries from 1961 to 2021 using temperatures between 1951 and 1980 as a baseline
(Climate Change International Monetary Fund). The temperature is measured in degrees
celsius.
The dataset was obtained and used for this project sourced by the Food and Agriculture
Organization of the United Nations (FAO) in compliance to its Statistical Database Terms of
Use, which can be found here: https://www.fao.org/contact-us/terms/db-terms-of-use/en/

Preview of the dataset

The columns ‘ISO2’ and ‘ISO3’ are two and three-letter country codes defined by the
International Organization for Standardization (ISO).
The ‘CTS’ columns (8, 9 and 10) describe what the data contained in the dataset is referring
to: the surface temperature change.
The ‘Indicator’ column tells us the temperature values contained in the dataset were
measured as the “temperature change with respect to a baseline climatology, corresponding
to the period between 1951 and 1980”.
The data was sourced by the Food and Agriculture Organization of the United States as
indicated in the ‘Source’ column.
The later columns correspond to the years, from 1961 to 2021.

Remove unnecessary columns

10
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Dataset after removal of ‘ISO2’, ‘ISO3’, ‘CTS_Code’, ‘CTS_Name’,
‘CTS_Full_Descriptor” columns

Dataset information
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With the ‘info()’ command we are able to gather the following information about the
‘Surface_Temperature_Change’ dataset:

- It contains a total of 227 entries and 66 columns
- The year columns contain float data types, while the rest are made up of Object data

types and Integer values (ObjectID);
- All year columns contain null values.

Displaying the number of rows and columns with ‘shape’ command

Displaying the number of unique values per column with
‘nunique()’ command
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Displaying the summary of statistics with ‘describe()’ command

3.1. Data Preparation

Check for missing values

‘Missing_df’ is an array of all columns that contain missing data.

The ‘isna().sum()’ functions display a sum of all the null values in each column.

As shown previously with the ‘info()’ command, all year columns contain NA values.
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Handling missing values
Dropping the ‘ObjectID’ column2

Dropping all rows that contain NA values
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Further preparation and reshaping of the dataset
Renaming the ‘Country’ column using ‘rename’ function

Renaming the year columns

Here we have removed the letter ‘F’ which was present in all the year columns, that now only
contain numeric characters. We do this by using a conditional statement.

15



Applying the ‘melt()’ method and creating a new ‘df2’ dataframe.
The Pandas.melt function is used to reshape the data from a wide format (multiple columns)
to a long format (more rows) (GeeksforGeeks, undated). Now, each year is a row in the
‘Year’ column, while the temperatures are presented in the ‘Total_Temperature’ column.

Grouping all the countries and performing the sum of their total
temperatures over the years with ‘groupby()’ and ‘sum()’ functions.
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Creating a new dataframe ‘new_df’ with the values of ‘total_df2’

This new dataframe was created with the values obtained with ‘total_df2’. The ‘country’
column is made up of the indexes of ‘total_df2’ while the ‘total’ column is the corresponding
total temperature values of each row.

Grouping the top 10 countries with the highest total temperature
sum.
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Creating new ‘df3’ dataset that includes only Ireland

If the row value for the column ‘Country’ is ‘Ireland’, then include all rows in ‘df3’.

Measuring maximum and minimum temperatures found for Ireland
using the max() and min() functions.

Measuring the average temperature in Ireland using the mean()
method.
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3.1. Graphical Analysis after initial data
preparation
Visualizing the distribution of the ‘Total’ values from the
‘top_10_countries’ using Seaborn’s Kernel Density Estimate (KDE)
plot

Visualizing the Total Temperatures of the Top 10 Countries with the
highest temperature sum using Seaborn’s line plot.
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Visualizing the average total temperature change from 1961 to 2021
using Seaborn’s line plot
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World heat map for Global Emissions merged with our existing
‘new_df’ dataset.
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4.1. Modelling
Importing the libraries

We will be using the scikit-learn machine learning library for our model development. More
specifically the sklearn module and the following functions:

- LinearRegression for our Linear Regression model
- PolynomialFeatures for our Polynomial Regression model
- RandomForestRegressor for our Random Forest Regression model
- mean_squared_error to measure the error index of our models
- TimesSeriesSplit to provide train/test indices to split our time series data

(scikit-learn documentation)
- train_test_split to randomly split our data into train and test subsets.

The data used in the modelling will be from the dataframe ‘df3’
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Plotting the original data using Matplotlib.pyplot
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Plotting the original data using Matplotlib.pyplot with Minimum,
Maximum and Mean temperatures + trend
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Train Test Split
Using the ‘reshape()’ method

Train Test Split using sklearn train_test_split

ML Model Development
We will be creating and performing the same code for each of our models, step by step, and
later conclude which model performed better predictions overall.

Linear Regression
We begin with the simplest Machine Learning algorithm: Linear Regression.
With Linear Regression we analyse the relationship between two variables. Here, the
variables ‘Total_Temperature’ and ‘Year’. This relationship, if drawn in a two-dimensional
space, will result in a straight line. This line is made up of points in a graph that best fits our
data points for our dependent variable ‘Total_Temperature’ and our independent variable
‘Year’, and it is the one that results in the least error (N. S., Chauhan, 2019).
Our model is trained as the algorithm runs multiple times, until it has found all constants. We
can then start using it to perform our predictions.

Creating the Linear Regression ‘model_lr’ Model with scikit-learn
‘LinearRegression’ and fitting the model with ‘fit()’ method using
X_train and y_train values.

Creating the predicted values ‘y_pred_lr’ on the test data
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Calculating the Mean Squared Error (MSE) for our Linear
Regression model using ‘mean_squared_error’ function from
scikit-learn.metrics module

Polynomial Regression
This special case of linear regression may produce better results since our variables may not
present a simple linear relationship.
The polynomial equation produces a curvilinear relationship between our target and
independent variable, where the target variable changes in a non-uniform manner (A.
Sharma, 2022)

Transforming the features into polynomial features using
scikit-learn ‘PolynomialFeatures’ and ‘poly.fit_transform’ methods.

Creating the Polynomial Regression ‘model_poly’ Model with
scikit-learn ‘LinearRegression’ and fitting the model with
X_train_poly and y_train_poly values

Creating the predicted values ‘y_pred_poly’ on the test data
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Calculating the Mean Squared Error (MSE) for our Polynomial
Regression Model using ‘mean_squared_error’ function from
scikit-learn.metrics module

Random Forest Regression
With the Random Forest model we create a number of random decision trees base models
and combine them into a single “ensemble model”.
At each decision split the algorithm makes, a random sample of our attributes (our decision
trees’ average results) is drawn and whichever gives the “highest information gain” is
chosen, and the algorithm continues to traverse down the decision trees, repeating this
process (Russell, S. J. & Norvig, P., 2022).
Random Forest is well known for producing good predictions and efficiently handling large
datasets (Mbaabu, O., 2020).

Creating the Random Forest Regression ‘model_rf’ Model with
scikit-learn ‘RandomForestRegressor’ and fitting the model with
‘fit()’ method using X_train and y_train values.

Here we also set the number of trees in the forest ‘n_estimators’ to 100 and the
‘random_state’ to 42. We also use the ‘numpy.ravel()’ function to return ‘y_train’ as a
contiguous flattened array since the ‘fit()’ function expects a flat array.

Creating the predicted values ‘y_pred_rf’ on the test data
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Calculating the Mean Squared Error (MSE) for our Random Forest
Regression Model using ‘mean_squared_error’ function from
scikit-learn.metrics module

We can see that the Random Forest Regression model performed with better
accuracy if compared to the other two models, with an MSE value of 0.175.
We can also see that the Linear Regression model performed well, with a close MSE
score of 0.2. However in the following sections we will be able to visualize the
predictions in plots and better understand the predictions made by each, and
conclude which model best fits our needs.

Training Data vs. Model Predictions using matplotlib.pyplot
subplot()
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Through this plot we are able to see that the regressor that most accurately captures
the information of the data is the Random Forest Regressor. The Linear Regression
and Polynomial Regression models better show the tendency for increase in the
temperatures. However they do not capture temperature drops seen in the historical
data and which can occur in the future.
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Plotting the Test Data vs. Model Predictions using matplotlib.pyplot
subplot()
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Combining both plots into a single subplot using Matplotlib.pyplot

32



Training and Test Data vs. Predicted Data of all three models
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Combining both plots into a single subplot() using Matplotlib.pyplot
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Using Matplotlib’s Bar plot to compare the model accuracies
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ML Model Development Using SARIMAX
SARIMAX stands for Seasonal Auto-Regressive Integrated Moving Average with
eXogenous factors and is one of multiple Time Series Forecasting models available
from Python’s statsmodels module.

Time Series Forecasting refers to “the task of predicting future values based on
historical data” (Pierre, S., updated 2022), and it has been used across industries for
weather, sales numbers and stock prices forecasting.

Treating our data as time series data allowed us to better interpret it as a sequence
of variations that occurred over the years observed in our dataset. The variations
depend on time, so as the time increases these variations will take place, whether by
an increase, decrease or neutral change in the temperatures observed (Verma, Y.,
2021).

We decided to implement the SARIMAX model to our data to perform a temperature
change forecast and to compare its performance to the previously used machine
learning models where we did not read the data as time series data.

Importing the library from Python’s statsmodels module

Transforming ‘Year’ column values to integer data type

Train Test Split

Our training and test sets were split by years. The training data will be composed of the data
referring to the years before 1992, while the test data will be composed of the data referring
to the year of and after 1992.

Training our SARIMAX model
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Predicting future values (30 years ahead) using the trained model

Plotting the actual vs. predicted future values of the model

Output

37



Actual vs. Predicted Future Data (30 Years)

Calculating the Mean Squared Error (MSE) of our SARIMAX Model

Our SARIMAX model performed with a Mean Squared Error score of 0.198
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Using different training and test sets to perform predictions of 20
years in the future

Here we split our training set up to the year of 2002 and the test set from the year 2002 and
further. Additionally, we will perform predictions for 20 years in the future instead of 30, and
see if our predictions are better.

Plot of the actual and predicted future data (20 years)

Actual vs. Predicted Future Data (20 Years)
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Calculating the Mean Squared Error (MSE) of our SARIMAX Model
with predictions of 20 years

Our SARIMAX model performed with a Mean Squared Error score of 0.112 when
using a different train test split and performing a prediction of 20 years.

Using different training and test sets to perform predictions of 10
years in the future

Here we split our training set up to the year of 2012 and the test set from the year 2012 and
further. Additionally, we will perform predictions for 10 years in the future, and see if our
predictions are better.
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Plot of the actual and predicted future data (10 years)

Actual vs. Predicted Future Data (10 Years)

Calculating the Mean Squared Error (MSE) of our SARIMAX Model
with predictions of 10 years

Our SARIMAX model performed with a Mean Squared Error score of 0.061 when
using a different train test split and performing a prediction of 10 years.
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5. Evaluation
Comparing the accuracy of our Regression models using the Mean
Squared Error (MSE)

Comparing the accuracy of all of our models using the Mean
Squared Error (MSE) and plotting their MSE scores using
Matplotlib’s Bar plot
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2.2. Data Understanding - Historical Climate
Data for Dublin

Historical Climate Data Dublin

Import the libraries

Import the data

Preview of the dataset

Source: https://www.met.ie/climate/available-data/historical-data

Copyright Met Éireann
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This data is published under a Creative Commons Attribution 4.0 International (CC BY 4.0).

https://creativecommons.org/licenses/by/4.0/

Met Éireann does not accept any liability whatsoever for any error or omission in the data,
their availability, or for any loss or damage arising from their use.

This material has been modified from the original.

Our second dataset ‘mly532-1.xlsx’ will deal with monthly historical climate data in Ireland,
showing the minimum, maximum, and mean of temperatures, as well as other variables such
as Sunshine duration (hours) and Mean Wind Speed. This dataset was sourced from Met
Éireann, with data gathered from the Dublin Airport station.

Variables List:

- year: Year
- month: Month
- rain: Precipitation Amount (mm)
- maxtp: Maximum Air Temperature (°C)
- mintp: Minimum Air Temperature (°C)
- mnmax: Mean Maximum Temperature (°C)
- mnmin: Mean Minimum Temperature (°C)
- gmin: Grass Minimum Temperature (°C)
- wdsp: Mean Wind Speed (knot)
- maxgt: Highest Gust (knot)
- sun: Sunshine duration (hours)

Plotting the mean temperatures of Dublin over the years
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3.2. Data Preparation

Check for missing data

None of the columns or rows present missing data for this dataset.
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Filtering the dataset to exclude the years of 1941 and 2023

This is done in order to improve the quality of the data visualizations later in this report.

Checking the maximum and minimum temperatures

Checking the maximum and minimum mean temperatures

Filtering the rows that contain the maximum and minimum
temperature values
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Extracting the dates in which occurred the maximum and minimum
temperature values, then print the results

Calculating the mean temperature for all years

Plotting the mean temperature in Dublin
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Renaming the columns
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Plotting the new Total Temperature over the years

Calculating the Minimum, Maximum and Average Temperatures
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4.2. Modelling
Importing the libraries

Plotting the original data with Maximum, Minimum and Mean
Temperatures + Trend for Dublin using Matplotlib
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Train Test Split
Using the ‘reshape()’ method

Train Test split using scikit-learn’s ‘train_test_split’ method
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ML Model Development
Linear Regression

Creating the Linear Regression ‘model_lr2’ model with scikit-learn
‘LinearRegression’ and fitting the model with ‘fit()’ method using
X_train2 and y_train2 values.

Creating the predicted values ‘y_pred_lr’ on the test data

Calculating the Mean Squared Error (MSE) for our Linear
Regression model using ‘mean_squared_error’ function from
scikit-learn.metrics module

Polynomial Regression
Transforming the features into polynomial features using
scikit-learn ‘PolynomialFeatures’ and ‘poly.fit_transform’ methods.

Creating the Polynomial Regression ‘model_poly2’ Model with
scikit-learn ‘LinearRegression’ and fitting the model with
X_train_poly2 and y_train_poly2 values

Creating the predicted values ‘y_pred_poly2’ on the test data

Calculating the Mean Squared Error (MSE) for our Polynomial
Regression Model using ‘mean_squared_error’ function from
scikit-learn.metrics module
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Random Forest Regression

Creating the Random Forest Regression ‘model_rf2’ Model with
scikit-learn ‘RandomForestRegressor’ and fitting the model with
‘fit()’ method using X_train2 and y_train2 values.

Creating the predicted values ‘y_pred_rf’ on the test data

Calculating the Mean Squared Error (MSE) for our Random Forest
Regression Model using ‘mean_squared_error’ function from
scikit-learn.metrics module
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We can see that the Linear Regression model performed better with lower error
margin if compared to the other two models, with an MSE value of 0.26. However,
similar to our Ireland dataset, we will be able to visualize the predictions in plots and
better understand the predictions made by each, and conclude which model best fits
our needs.

Training Data vs. Model Predictions using matplotlib.pyplot
subplot()

55



Through this plot we are able to see that the regressor that most accurately captures
the information of the data is the Random Forest Regressor. The Linear Regression
and Polynomial Regression models better show the tendency for increase in the
temperatures. However they do not capture temperature drops seen in the historical
data and which can occur in the future.

Plotting the Test Data vs. Model Predictions using matplotlib.pyplot
subplot()
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Combining both plots into a single subplot using Matplotlib.pyplot

Using Matplotlib’s Bar plot to compare the model accuracies
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Model Development Using SARIMAX

Transforming ‘Year’ column values to integer data type

Train Test Split

Training our SARIMAX model

Predicting future values (30 years ahead) using the trained model
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Plotting the actual vs. predicted future values of the model

Calculating the Mean Squared Error (MSE) of our SARIMAX Model

Our model performed with a Mean Squared Error score of 0.36 when performing a
prediction for 30 years in the future.
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Using different training and test sets to perform predictions of 20
years in the future

Here we split our training set up to the year of 2002 and the test set from the year
2002 and further. Additionally, we will perform predictions for 20 years in the future
instead of 30, and see if our predictions are better.

Plot of the actual and predicted future data (20 years)
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Calculating the Mean Squared Error (MSE) of our SARIMAX Model
with predictions of 20 years

Our SARIMAX model performed with a Mean Squared Error score of 0.176 when
using a different train test split and performing a prediction of 20 years.

Using different training and test sets to perform predictions of 10
years in the future

Here we split our training set up to the year of 2012 and the test set from the year
2012 and further. Additionally, we will perform predictions for 10 years in the future,
and see if our predictions are better.
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Plot of the actual and predicted future data (10 years)

Calculating the Mean Squared Error (MSE) of our SARIMAX Model
with predictions of 10 years

Our SARIMAX model performed with a Mean Squared Error score of 0.218 when
using a different train test split and performing a prediction of 10 years.

5.2. Evaluation
Comparing the accuracy of our models using the Mean Squared
Error (MSE) and plotting their MSE scores using Matplotlib’s Bar
plot
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6. Deployment
In our final CRISP-DM phase we deal with the deployment of our Machine Learning
model.

For the Ireland dataset we concluded that the Random Forest Regressor showed a
better performance when compared to the other models, both based on its MSE
score of 0.175 and the plotted predicted values we saw previously. This regression
model better captures the variability in the data and provides relatively accurate
predictions.

As for the Dublin dataset, we concluded that the SARIMAX model with a 20 year
prediction outperformed the other regression models. The predicted future data as
shown in the plot below, shows a similar pattern and behaviour to the actual data.
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Conclusion
Our study shows that machine learning algorithms can, although never 100%,
accurately predict changes in the climate and other variables through the study of
historical data for the development of these models.

With our prediction system, farmers can obtain useful insights and begin developing
strategies on how to adapt their practices for sustainable food production in the face
of climate change.

We hope that our findings will encourage further research and development of
machine learning-based prediction systems to help mitigate the impact of climate
change on agriculture and natural resources.

Link for pre-recorded presentation:
https://drive.google.com/file/d/14NJjeWvsQ8L35jVETv4b8gkhqAu9EJlv/view?usp=sharing
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