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Introduction  

Stress is an adaptative reaction of an organism, human or not, to the demands of fitting in an 

environment (Kav Vedhara, 1996). When stress originates in an educational context, it is 

common to refer to it as a student and their mechanisms to adapt and cope with the academic 

demand.   

All humans experience stress during their lifetime, but when this overwhelmed feeling is 

prolonged can affect human behaviour and the ability to deal with physical and emotional 

pressure, having, as a result, a different range of problems.  

It is important for higher-level educations institutions, such as colleges and universities, to be 

aware and have a deep knowledge of the levels of academic stress in their students. This is 

one of the main factors that affect student performance and academic failure, as well as being 

associated with depression, chronic diseases, and malfunction of the immune system (Kav 

Vedhara, 1996). 

Considering the susceptibility of third-level students to suffer long periods of pressure and 

anxiety, the purpose of this research is to predict the level of stress in college students 

enrolled in an Irish Higher Education course, with the purpose of helping to identify areas that 

require intervention within the institution and design preventive strategies.   
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Analysis Report  

1. Data Mining 

The data mining process starts with a collection of data. Once the relevant data is organized and 

clean the mining or machine learning tasks can begin. This process intent and goal is to discover 

valid, novel, and understandable patterns within the data.  

To guide the data mining efforts, frameworks like CRISP-DM are used to create strategies that 

will lead to the completion of a project. It will help in the selection of right tools and approaches 

and to ensure that every stakeholder has a real understanding of the core values of the company 

or the business.  

1.1. Tasks 

A task in data mining can be defined as a type of problem that can be solved with a Machine 

Learning algorithm. Each task has its own requirements, and it can vary according to the final 

results that can be obtained.  

The tasks can be dived in Predictive or Descriptive 

1.1.1. Predictive 

The objective of a predictive tasks is to estimate future or unknown values of a specific 

variable.  

• Classification: A set of objects are joint by a specific attribute or characteristic. 

This label is a discrete value, and it is known for every object. The goal of this task 

is to assign the correct label to new and unlabelled items.  

This process is the most suitable to for the development of the project laid out in 

this report. 

1.1.2. Descriptive 
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The objective of descriptive task is to identify patterns in the data that can describe, 

explain, or summarize the data points. 

1.2. Data Mining Models 

Techniques, algorithms, and methods are needed to solve the predictive tasks mentioned 

above. Some of those techniques are:  

• Techniques based on decision tress: based on algorithms such as ‘divide and 

conquer’. 

• Techniques based on artificial neural networks: based on weight and a set of 

nodes (neurons). 

• Techniques based on density or distance: based on distances between elements 

such as K-Nearest Neighbors. 

2. CRISP-DM Framework 

 

Figure 1 - CRISP-DM Framework 
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Introduction 

Each human has a distinctive brain due to the fact it can be influenced over its lifetime by 

environmental or genetic factors, different and unique neural wiring, and individual cognitive 

development (Simon Neubauer, 2018).  

The brain is responsible to detect stressful situations. Once detected will react releasing stress 

hormones and it will determine the consequences of the stress. This could lead to a diverse of 

psychological, medical, and behavioural problems (Jonathan D Quick MD, 1987)  

Project Concept  

Develop an artifact to predict stress levels on students enrolled in an Irish Higher Education 

course using Machine Learning and the CRISP-DM framework.  

2.1. STAGE ONE: Business Understanding 

Identifying the Business opportunity  

Nowadays, life rhythm is more demanding than in the previous years. People’s expectations 

are higher; meaning it could be more difficult to succeed in finishing a degree, especially 

during the last year of college or university. This project is based on the idea of developing 

an artifact to predict stress levels in students enrolled in the last year of an IT course.  .   

2.1.1. Determine business objectives 

Aim and Objective  

This project aims to be used to help and improve educational institutions. With the 

results and findings of this research, colleges and universities can be favoured and guided 

into developing changes in the design of the academic curriculum,  planning of 

assignment submissions deadlines, final exam dates organization, and many other 

factors that can affect mental health in students.   
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This data mining project aims to make reliable predictions of the stress levels of the 

alumni of a specific university or college. The data is based on and provided by students 

at any particular university and/or specific course. 

In the long run, the more significant objective is to enhance the teaching and learning 

experience and, consequently, attract more students to the institution. 

2.1.1.1. Set objectives 

For this project, the following objectives have been defined:  

• This project aims to be used as a helpful tool to improve higher education 

services.  

• This project aims to guide colleges and universities to develop changes in the 

academic curriculum design to favour student success.  

• Identify and detect student stress levels around assignment submission 

deadlines, final exam dates, and other factors that can affect mental health in 

students to improve the organization and planning of those periods.  

2.1.1.2. Produce project plan 

Gantt chart: In the following chart, the six stages of the CRISP-DM framework were 

scheduled chronologically. The primary tasks and outputs of the project were 

assigned a time range to be completed by the team. A larger version of this Gantt 

chart may be found in Appendix A: Project management. 
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Figure 2 - Gantt chart 

2.1.1.3. Business success criteria 

Making accurate predictions of stress levels in students in the following academic 

year would help develop and structure new student success strategies. 

Furthermore, the business success criteria would be linked to increasing students' 

academic achievements. Decreasing the pressure and anxiety level would lead to a 

higher number of students who pass a module, get higher grades, as well as reducing 

the number of student dropouts.   

2.1.2. Assess situation 

The team has access to the questions and raw data collected from a survey on stress in 

postgraduate university students in the United Kingdom. Students came from a wide 

variety of fields and disciplines, as well as different personal backgrounds. The survey's 

main goal is to inquire about how stressed students are, the sources of stress, as e well 

as how students deal with it. (Rolfe, 2020) 

2.1.2.1. Inventory of resources 
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Technologies  

Machine Learning (ML) comes with a varied collection of solutions, platforms, and 

software available in the market today. Furthermore, Machine Learning technology 

is constantly evolving. This section highlights each of the proposed technologies for 

this project and the justification for their consideration.  

Technologies related to Machine Learning work by gathering information from the 

available data and creating logical models based on this specific knowledge (data). 

Therefore, they optimize and simplify the entire Machine Learning workflow.   

Nowadays, ML technologies are in charge of training the model as well as evaluation, 

deployment, and production. At the end of this process, these trained models can be 

applied to automate future procedures.  

Proposed Technologies  

RapidMiner  

RapidMiner is a comprehensive data science platform with a visual workflow design 

and full automation. It means that the user does not have to do the coding for data 

mining tasks. RapidMiner is one of the most popular data science tools (Arnaldo, 

2021).  

RapidMiner is a software platform that provides an integrated environment for ML, 

data mining, text mining, predictive analytics, and business analytics. It is used for 

business and commercial applications as well as for research, education, training, 

rapid prototyping, and application development and supports all steps of the data 

mining process, including data preparation, results’ visualization, validation, and 

optimization (Software ARGE Inc., 2022).  
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Jupyter Notebook  

Jupyter Notebook is a web application (open source) that allows data scientists to 

create and share documents that integrate live code, equations, computational 

output, visualizations, other multimedia resources, and explanatory text in a single 

document.   

Jupyter Notebook can be used for numerous data science tasks, including data 

cleaning and transformation, numerical simulation, exploratory data analysis, 

visualization, statistical modelling, machine learning, and deep learning. Jupyter is 

an acronym for Julia, Python, and R, the three programming languages that Jupyter 

started with (Jupyter, 2022).  

Azure Machine Learning  

Azure Machine Learning is a cloud service for accelerating and managing the machine 

learning project lifecycle. Machine learning professionals, data scientists, and 

engineers can use it in their day-to-day workflows, training and deploying models 

and managing MLOps (Machine Learning Model Operationalization Management).   

The user can create a model in Azure Machine Learning or use a model built from an 

open-source platform, such as Pytorch, TensorFlow, or sci-kit-learn. MLOps tools 

help monitor, retrain, and redeploy models (Microsoft, 2021).   

TensorFlow  

TensorFlow is an end-to-end open-source platform for machine learning. It has a 

comprehensive, flexible ecosystem of tools, libraries and community resources that 

lets researchers push the state-of-the-art in ML, and developers easily build and 

deploy MLpowered applications (Google Open Source, 2022).  
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2.1.2.2. Requirements, assumptions, and constraints 

Requirements: 

• Technologies: ML Software, Computer, Schedule of completion (refer to 

Figure 2 - Gantt chart) 

• Data collection and data security: Dataset ‘Student Stress Survey Jan2020 

OPENDATA.xlsx’, Survey (refer to Appendix B: Survey). 

Assumptions: 

• The size of the dataset is big enough to go ahead with a mining data project. 

• Students will fill out the survey consciously and truthfully.  

Constraints: 

• For data privacy reasons, the survey must contain a disclaimer outlining the 

implications of volunteering information for the survey. 

2.1.2.3. Risks and contingencies 

The project will be at risk if the data is insufficient to train an ML model. In this case, 

the team will contemplate a simpler classifier model to avoid overfitting. If this action 

does not solve the problem, techniques like Data Augmentation and Synthetic Data 

will be considered. (Gonfalonieri, 2019) 

Additionally, if a team member becomes unfit to work, the team will reassess the 

progress and move back or forward, adhering to Agile principles and practices.  

SWOT Analysis  

For the Business Analysis tool, the SWOT framework is used to identify the Strengths, 

Weaknesses, Opportunities, and Threats involved in this project. This strategic 

planning will help to come up with clearer objectives and have a better 

understanding of the capabilities, function, and dimensions of the research concept. 
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Figure 3 - SWOT Analysis 

2.1.2.4. Costs and benefits 

The data collected and used for this project do not imply any monetary cost per se. 

The project will not generate any economic profit directly. However, it will impact 

the institution's revenue incidentally since the objective of this project is to improve 

the quality of services offered to students and, therefore, their satisfaction. This can 

translate into growing prestige and reputation, making more students consider 

enrolling in the institution. 

2.1.3. Determine Data Mining/Machine Learning goals 

The objectives in terms of Machine Learning are: 

1) Predict the stress level of a higher education student in a specific time frame of 

the academic year based on the data obtained in a survey containing 

demographics, physical and mental states, and coping mechanisms, among other 

queries. 
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2) Predict the average stress level among students of a specific module at a specific 

academic period. 

3) Identify factors that influence students' stress levels the most. 

2.1.3.1. Business success criteria 

Refer to Determine business objectives (2.1.1.3  Business success criteria) 

2.1.3.2. Data mining / Machine Learning success criteria 

As a business success criterion, the team has established that a reliable and accurate 

prediction should reach a percentage above or equal to 85 percent. The predictive 

level of accuracy will be determined by a specific algorithm; hence this subject is 

addressed further in the report (STAGE FIVE: Evaluation)  

2.1.4. Produce project plan 

2.1.4.1. Project plan 

To facilitate the team organization, the project will be divided into the following 

phases: 

• Phase 1: Study of the situation and analysis of the structure of the data (dataset 

examination) 

• Phase 2: Execution of code for data representation (data exploration and 

visualization) 

• Phase 3: Data preparation (selection, cleaning, formatting, and any other 

necessary actions) 

• Phase 4 : Choice of modelling techniques. Model building 

• Phase 5: Analysis of results obtained in previous phase. Repeat phase 4 and 5 if 

necessary. 

• Phase 6: Production of report with results obtained. 

• Phase 7: Presentation of final results. 
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Business Analysis Canvas  

The planning tool for the development of the artifact is depicted in the image below. 

The ideas depicted in the figure were thought to design and find an effective and 

successful business approach. 

 

Figure 4 - Business Analysis Canvas 

For a detailed breakdown of plan refer to Appendix A: Project management. 

2.1.4.2. Initial assessment of tools and techniques 

The following evaluation was done to determine the differences between the 

technologies mentioned previously and decide which is the best option for the 

project regarding the amount of data to be processed and analysed in real-time.  

Additionally, it is essential to highlight the programming languages learned by the 

data analyst in previous courses; R and Python are considered.  

RapidMiner works with Machine Learning but is a no-code development platform 

and enables the user to perform data mining tasks with a drag-and-drop feature. As 

a result, programming languages such as R and Python are not accepted. 

Azure ML is cloud-based; the user must always have a reliable internet connection to 

use it. In addition, their development and maintenance are both expensive. 
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Figure 5 - Comparative table between technologies 

Google Trends shows in the following figure how the popularity and interest for 

Jupyter and TensorFlow are more prevalent than RapidMiner and Azure.  

 

Figure 6 - Google trends on Jupyter, TensorFlow, RapidMiner and Azure (Google Trends, 2021) 

Technologies in use  

In conclusion, Jupyter Notebook is the best option for this project. It is compatible 

with real-time code, analytical models, visualization, and Markdown. Its functions 

include data cleaning and transformation, simulation analysis, statistical modelling, 

and deep learning. 

Jupyter is one of the most widely used machine learning platforms. It is a 

straightforward task editor as well as an efficient platform.  
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In addition, it works with R or Python and allows the user to save and share live code 

in the notebooks. It is possible to obtain access via a graphical user interface (GUI) 

like Winpython navigator and Anaconda Navigator, which is the one that will be used 

for this project. 

Key Features:  

• Economical, it is open source with no cost. 

• Friendly user interface. 

• Works in the browser. 

• Live code. 

• Coding and error correction line by line. 

• Easy to use for visualization and presentation code. 

• There are many options for exporting and sharing results. 

• Version control. 

• Allows collaboration (JupyterHub). 

• Supports more than 50 programming languages such as Python, Ruby, R, 

among others. 

GitHub is a technology that allows users to host code in different languages. The team 

used GitHub to have better version control and collaborate with the different 

members of the group. Another advantage is that is free when the project is open 

source and public. 

Furthermore, Anaconda Spyder is used as a scientific Python development 

environment for the editing, testing, and debugging of the web application.  

Finally, Google Cloud Platform is used for the deployment of the web application, and 

it uses, as well, extra features in relation to maintenance, storage and version control. 

2.2. STAGE TWO: Data Understanding 
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This step requires a further and detailed analysis of the data, this is because it needs to be 

avoided any conflicts with the future phase, data preparation. This stage is where exploring, 

creating new tables, and making visualizations help decide the quality of the dataset. (IBM, 

2021) 

2.2.1. Collect initial data 

At this stage a compilation of the sources it is put together. The methods on how these 

data points were obtained are described below. This step also keeps track of any issues 

faced and the solutions found.  

For the purpose of this project the dataset is a form of an existing questionnaire, 

specifically  a survey. 

2.2.1.1. Initial data collection report 

The different data collected for this project was found online from third party 

websites. It was decided to choose an existing dataset; a survey made in 2019. This 

questionnaire it is part of a research of the University of Bristol in partnership with 

Pukka Herbs on stress levels on UK students. Even though other datasets were found, 

the information was not a good fit for the development of this project. In some cases, 

there were not enough entries or the contents of the dataset it was not in accordance 

with the objectives of this project. 

2.2.2. Describe data 

A description of the data, the number of records and an analysis of the dataset is 

performed in the step below. Invalid source specified. 

2.2.2.1. Data description report 
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The dataset contains 218 entries and 36 columns. The greatest number of columns 

have a categorical object data type. The only numerical attribute is column number 

3, which depicts the age of the participants. For this reason, using method describe() 

in Python to have a look at the statistics of the data, it can only get information from 

column Question 3. 

 

Figure 7 - Statistics Features 

 

Figure 8 - Data Types and Null Values on the dataset 
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2.2.3. Explore data 

Exploring the data in this step is about understanding the usage of tables and producing  

visualizations to have a suitable approach to the storyline of the case and a better 

understanding of the data. 

VISUALIZATIONS WITH RATIONALE can be found in the Jupyter Notebook File 

 

2.2.3.1. Data exploration report 

After exploring the data in early stages, a new table was created, called dataset_1. 

This new data frame has fewer columns because Question 11 and Question 18 are 

removed (further explanation of this matter is on the data preparation phase).  

One technique used to check and visualize outliers is a box plot. As mentioned 

before, Question 3 is the only numerical attribute so far. In the figure below it is 

possible to observe an outlier. 

 

Figure 9 - Outlier visualization 
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Further investigation of data in column 3 is performed. Using the method0 

value_counts() the number 1987 highlights. It can be assumed that is an input error 

where a year was introduced instead of age. Using the method replace() the value 

was substituted for an accurate observation. 

 

Figure 10 - Fixing outliers 
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2.2.4. Verify data quality 

In this step some of this actions were performed: verifying data quality, looking for errors 

in the dataset, examining inconsistencies, looking out for missing data or measurement 

errors. (IBM, 2021) 

2.2.4.1. Data quality report 

After fixing the issue mentioned above, the quality of the dataset is adequate. It is 

possible to observe using dataset_1.info(),  that there are no null objects in the 

dataset and each column has the correct data type. 

2.3. STAGE THREE: Data Preparation 

One of the most consuming parts of Machine Learning and Data mining is the data 

preparation phase, in some cases this stage could take up to 50 percent of the time involved 

in Machine Learning process (IBM, 2021).  

In this stage, the project is not only using the dataset downloaded from a third party website, 

but the team also has created a new survey. This is done with the aim of training the model 

with more specific and relevant data, as well as incrementing the data volume with newer 

entries and more significant to the objectives of this project. Some of the tasks required in 

this stage are: 

2.3.1. Select data 

Choosing the sample and labels from the dataset. Selecting rows and attributes 

accordingly. 

2.3.1.1. Rationale for inclusion/exclusion 

Once the dataset was comprehensible and relevant a new data set was created. 

There were two columns that had to be removed, question 11 and question 18. As 

mentioned before in the data understanding phase, this action had to be performed 

because of the type of answer these questions required.  
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This two columns contained text, and this type of data needs another type of 

analysis, a sentiment analysis. This method studies the emotions, opinions, and any 

type of expression in a text. At the time the team does not feel suited to perform this 

task, but it is revised in further stages.  

Finally, the new data set contains 34 columns. 

2.3.2. Clean data 

The actions performed in this steps are related to changes to the dataset such as adding 

records or creating new attributes as well as cleaning the data if needed. 

2.3.2.1. Data cleaning report 

The new dataset created to work in the project is done for research and training 

purposes. In this data frame all the columns are converted to numerical data types 

using a coding scheme.  

I.e.: Question 3 prompt the user with choosing a gender, the possible answers are 

Female, Male, and Prefer not to say. This options are changed to 1, 2, 3 respectively.   

2.3.3. Construct data 

With some algorithms, the data should be sorted before running the model. This will 

result in a better performance of the model and it saves in processing time. 

To sort the data for the project, the first step was to reindex columns. Question 9 is the 

dependent variable, this question asks if the students felt any stress during the last 3  

months, so it will be the label attribute to train the models.  
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To achieve a better performance, standardization and normalization are implemented 

to the dataset. Variables that have different scales do not contribute the same way to 

the model fitting. With Standardization those values can be re-sized to the same scales, 

and it is a good method to handle outliers as it will change the value distribution between 

0 and 1. This is a great technique for machine learning that weight inputs, like regression 

and algorithms that require distance measurements like K-Nearest-Neighbours. (Liu, 

2020). 

 

Figure 11 - Standardization Process 

Normalization Min- Max was also used, here the features are re-scaled to guarantee that 

the mean and standard deviation are both 0 and 1. This normalization is useful when 

comparing a dataset that has different factors. (Morrow, 2020) This process scales into 

small intervals so features will have the same scale, being very sensitive to the presence 

of outliers. 
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Figure 12 - Normalizing Data 

The last normalization done was with the Lambda function. Lambda functions are 

anonymous functions that do not require any name, this is great for little tasks with less 

code. “Transforms features by scaling each feature to a given range”. (Scikit Learn, 2022) 

It is used for one-line expressions, in the code, we have a conditional statement, where 

the aim is to categorize using the formula 

𝑥 − 𝑥.min⁡(𝑎𝑥𝑖𝑠 = 0)

𝑥.max(𝑎𝑥𝑖𝑠 = 0) − 𝑥.min⁡(𝑎𝑥𝑖𝑠 = 0)
 

 

Figure 13 - Normalization with Lambda Function 

The transformation is given with this part of the formula (axis = 0). After performing the 

Standardization process, and two different types of Normalization that obtained the 

same results reassuring that the process is correct, the team moved to the next step. 

Feature Selection and Feature Importance 

Two types of feature selection methods are used to be able to create a relevant dataset  

for the ML process. This processes are Univariate Selection and Feature Importance. 

Both techniques search for the features with the strongest relationships for the 

prediction process.  

Univariate Selection:  
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Figure 14 - Univariate selection 

 

Figure 15 - Results Univariate Selection 

The first step is to segregate the column with the dependant value. A separation is made 

between independent variables and the label. X represents the independent features 

and Y represents the dependent variable which is Question 9.  

Then the method SelectKbest is run to select the top 10 features. By using the Feature 

importance technique is possible to observe the score for each relevant feature. This is 

an inbuilt class of the Tree Based Classifiers 
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Figure 16 - Feature Importance 

Lastly, after finalizing the process of Data Preparation, the dataset is ready for the 

modelling stage. For this, the dataset is divided into two subsets for training and testing 

the models. 

 

Figure 17 - Train and Test splitting 
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2.3.3.1. Derived attributes 

Not performed – Not needed 

2.3.3.2. Generated records 

Not performed – Not needed 

2.3.4. Integrate data 

2.3.4.1. Merged data 

Not performed – Not needed 

2.3.4.2. Aggregations 

Not performed – Not needed 

2.4. STAGE FOUR: Modelling 

The ML model or models more appropriate to reach the objectives set in the previous phases 

are chosen correctly. After testing the model's performance, the techniques will be applied 

to pertinent data and evaluated accordingly with the business and ML success criteria.  

2.4.1. Select modelling technique 

In the early stages of the project, the team applied an ML Pipeline1. This principle was 

run with the aim of having an overall vision of the different ML model performances with 

the available data. A sequence of the following ML algorithms was created: 

1) Logistic Regression (LR) 

2) Linear Discriminant Analysis (LDA) 

3) K-Nearest Neighbors (KNN). 

4) Classification and Regression Trees (CART). 

5) Gaussian Naive Bayes (NB). 

6) Support Vector Machines (SVM). 
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Figure 18 - Pipeline algorithms comparison 

This ML Pipeline was not optimized or tuned; hence the accuracy rate is very low and the 

performance does not meet business or ML success criteria objectives set for this 

project.  

2.4.1.1. Modelling technique 

The modelling techniques that better adapt to the problem are related to the 

supervised ML category. The dataset has labelled data that help the algorithm with 

the learning task, in this case, a predictive classification task between stressed and 

non-stressed students.  

The model chosen for this task are:  

1) Random Forest (RF) 

2) K-Nearest Neighbors (KKN) 

3) Decision Tree (DT) 

4) Neural Network (NN) 

5) Stacked Generalization (SG) 

 
1 A pipeline is a linear sequence of data preparation options, modelling operations, and prediction transform operations. 
It allows the sequence of steps to be specified, evaluated, and used as an atomic unit. (Brownlee, 2021) 
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2.4.1.2. Modelling assumptions 

• There are samples representing all values.  

• The models work well with a relatively small dataset. 

• Data preparation stage is completed. 

2.4.2. Generate test design 

2.4.2.1. Test design 

To avoid overfitting, the data is split into two groups before working with ML models. 

The first set of data is used to generate the model; this works as the training data. 

The second set of data is used to evaluate and measure the model's quality; this 

works as the testing data. 

Dataset splitting: Train = 174 data points. Test = 44 

The approach for this project will be based on the technical report 'Relation Between 

Training and Testing Sets' that states that the ratio of 20:80 is empirically the best 

splitting approach for the training and the testing sets. (Afshin Gholamy, 2018) 

2.4.3. Build model 

Each ML model is described and executed on the training data. The model parameters 

are chosen with the aim of reaching the ML objectives.   

2.4.3.1. Parameter settings 

Hyperparameters 

As seen previously, the models need to be optimized to reach an acceptable level of 

accuracy as well as get reliable predictions. The hyperparameters are chosen and set 

to control the learning process before the training phase begins. (Nyuytiymbiy, 

2020). By using this kind of method, the possibilities of overfitting are reduced.  
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With the help of GridSearchCV, a library function from the package sklearn 

model_selection, the best hyperparameters are selected. This technique search for 

the best value to fit the parameter, after looping over values, the best is then 

extracted for implementation on the model. (Kotak, 2021) 

1) Random Forest (RF)   n_estimators 

This value relates to the higher number of trees created before the algorithm 

calculates the prediction averages. A greater number of trees improves 

performance, but it slows down the code. (Tavish, 2015) 

 

Figure 19 - Optimal Number Estimator 

 
n_estimators Accuracy 

Before GridSearchCV 
10 98% 

After GridSearchCV 
8 95% 

Table 1 - Random Forest Before and After Tuning 
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2) K-Nearest Neighbors (KKN) n_neighbors 

The decision of the number of neighbours for the K algorithm is based on the 

concept that values closer to zero (number of neighbours) will risk the prediction 

to be very volatile and overfit. A higher number of data points risks the algorithm 

to generalize and lose variance (curse of dimensionality). Which is what happens 

in the table below. 

 

Figure 20 - Optimal Number of Neighbors 

 
n_neighbors Accuracy 

Before GridSearchCV 
3 77% 

After GridSearchCV 
7 66% 

Table 2 - K-Nearest Neighbors Before and After Tuning 

 

3) Decision Tree (DT) max_depth 

The maxium depth of the tree refers to the number of nodes to be consider from 

the root and down. Generally, deeper trees can reach higher levels of accuracy. 

This has to be consider as it can affect overfitting. ( H2O.ai, 2022) 
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Figure 21 - Optimal Max_Depth - Decision Tree 

 
max_depth Accuracy 

Before GridSearchCV 
5 78% 

After GridSearchCV 
6 86% 

Table 3 - Optimal Max_Depth 

 

4) Neural Network (NN) alpha and max_iter 

Alpha is used as a regularization parameter. It controls the over and 

underfitting of the model. The highest is the alpha value is, the higher are the 

possibilities of overfitting.  

Max_iter is used to set the number of times the process of input and output 

it is going to be performed  between the layers and its neurons. 

 

5) Stacked Generalization (SG) The models used on the Stack are 

already tunned with the hyperparameters mention above. 

It was necessary to transform the data and drop the features less important for the 

predictions of stress. The models worked specifically with the following attributes:  
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Independent variables: 

1) Low energy 

2) Anxiety or tension 

3) Sleeping problems 

4) Rapid heartbeat or palpitations  

5) Irritability 

6) Sadness or tearfulness  

7) Loneliness 

8) Feeling overloaded with university work 

9) Lack of time for relaxation 

10) Lack of confidence with academic performance 

Dependant variable - Label: 

1) Stressed  

2.4.3.2. Models 

All five models were trained on a 20:80 ratio test and training data respectively. 

Below are the figures containing the details of each algorithm's parameters when 

performed. 
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Figure 22 - Random Forest Parameters 

 

Figure 23 - K-Nearest Neighbors Parameters 
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Figure 24 - Decision Tree Parameters 

 

Figure 25 - Neural Network Parameters 
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The Model Stacked Generalization used a combination of all the models 

mentioned above. 

2.4.3.3. Model descriptions 

The results of the performance of each ML Model are depicted in the figures below. 

Each figure contains the values regarding the following: 

• Accuracy (Training and Testing): Percentage of number of correct predictions 

in relation to number of entries. Expected for success ≥ 85 

• MCC (Training and Testing): The Matthews correlation coefficient measures 

the values between the prediction made and the real values. Expected for 

success ≥ 70 

• F1 Score (Training and Testing): It measures exactness. Low levels of 

exactness mean a high level of false positives. Expected for success ≥ 85 

• Mean Absolute Error (Algorithm): the difference scale of the prediction and 

the real value of the observation. ≤ 45 

• Mean Squared Error: it takes the Mean Absolute Error; it squares it and makes 

and average of the whole dataset ≤ 45 

• Root Mean Squared Error: Is the squared root of the Mean Squared Error 

(negatives to positives for comparison)   

(Brownlee, 2016) 
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Figure 26 - Random Forest Description 

 

Figure 27 - K-Nearest Neighbors Description 

 

Figure 28 - Decision Tree Description 
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Figure 29 - Neural Network Description 

 

Figure 30 - Stacking Generalization Description 

2.4.4. Assess models 

In the subsequent phase (Evaluation), the models are analysed more deeply, yet, at this 

point, an assessment oriented to the models' accomplishment of the Machine Learning 

Objectives is carried out. 

2.4.4.1. Model assessment 

The values of each Model can be observed in the table below 

 

Table 4 - Models Assessment 
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Figure 31 - Accuracy per Model 

The models Random Forest (98%), Decision Tree (86%) and Neural Network (85%) 

accomplish the objective number one. The performance of this models ensures the 

predictions are reliable and accurate.  

For the accomplishment of objective number two, extra data is needed. At the 

moment there is no information about specific modules, although there is data 

stating the area of the studies people are enrolled, there is no precise figures 

indicating academic modules or periods. At this point, this objective is not met. 

2.4.4.2. Revised parameter settings 

In the case of the Model Random Forest, a revision of the parameter regarding the 

no of estimators, can be revised. Even though the accuracy increases when 

considering the results of the GridSearchCV, it should be analysed if there is a case 

of overfitting the model. 
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2.5. STAGE FIVE: Evaluation 

2.5.1. Evaluate results 

The models for Machine Learning are built and running with the training dataset. Invalid 

source specified. To evaluate the results is necessary to see if they meet the goals of the 

business criteria. It is important to focus if the results are clear to understand, once the 

results are out seen if they are any main discoveries to be mentioned. Finally, if the 

results brought more questions and the impact for the problem or business. Invalid 

source specified.. Another way to evaluate the models is using test applications. This 

stage is good to see if there are any other findings that could bring new challenges or 

redirect the project into a new horizon.  

2.5.1.1. Assessment of data mining results 

In order to be able to evaluate the results of the data mining  process and the six ML 

models, an application was created with Anaconda Spyder.  

This user interface (web application) calculates the stress levels according to the 

trained model the user chooses from. There are ten questions about different 

symptoms that are common when feeling stressed, once answered all the ten 

questions, the level of stress is calculated in a range from 1 to 5, being 1 not stressed 

at all and 5 very stressed.  

As the business objective states, the project aims to enhance the teaching and 

learning experience. The web application can predict the levels of stress in the 

student using the interface, hence educational institutions can avail the help of this 

artifact to improve students learning outcomes. Therefore, it can be concluded that 

the results meet the business objectives and the ML and business success criteria. 

2.5.1.2. Approved models 

For this project five different models were implemented: K-Nearest Neighbors, 

Decision Tree, Random Forest, Neural Network and Stacking Generalization .  
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The best model for the prediction of stress levels in students is Random Forest, with 

an accuracy of 98%. This model is a combination of multiple Decision Trees, reaching 

a single result. This supervised algorithm can be prone to overfitting and bias, for this 

reason further analysis needs to be done in the future to corroborate the reliability 

of the model.  

On the other hand, multiple Decision Trees like Random Forest can predict precise 

results by selecting a subset of features , like in this case the Feature Selection 

performed in the Data Preparation stage, this advantage can give the team 

confidence of keep working with this specific model that had the best performance. 

Later stages can include making predictions more specific and targeted to smaller 

groups or situation according to the institution needs.  

Some challenges in this model are that demands more resources, is a complex model 

to interpret and when using a big data set it can be a time-consuming process. (IBM 

Cloud Education , 2020). This project did not encounter this issue since the dataset 

is relatively small, but it could be a problem in the future if the dataset grows.  

The next approved model is Decision Tree with 85% accuracy in the training set. The 

last approved model is Neural Networks with 85% accuracy as well. This later model 

structure is based on the human brain, imitating the way neurons signal each other. 

(IBM Cloud Education , 2020) The structure consists of three layers 

• Input. Once the input layer is set the weights can help calculate the 

importance of a feature. 

• Hidden layers 

• Output layer 

Neural networks are adaptative, this means that they can change themselves as they 

learn from the training. (Ed Burns, n.d.) This is why this models can be taking into 

consideration for further studies and the later development of this project. 
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2.5.2. Review process 

After acknowledging the approved models regarding their accuracy level, is important to 

see if the models have reached the level of the business needs. The following review is 

to analyse if there are any tasks that were overlooked and to check for quality assurance. 

2.5.2.1. Review of process 

The team has achieved the main goals set for this data mining project. 

As with any project there were some complications, where at times, some task 

needed dedicated attention and to look more into detail. One subject of this matter 

was hyperparameters. At a stage the process of GridSearchCV was difficult to 

understand and at other times it was  given results that were too high and made the 

models perform worse.  

At the beginning of the project, it was difficult for the team to have a clear idea of 

how to develop the data mining project using CRISP-DM, but as the project move 

along each phase of the framework came smoothly and it prepared the team for the 

next challenge.  

At a performance level, another element that could help improve the results of the 

models is to introduce new columns to the dataset, for example time or date or any 

other variable that the business case considers relevant. This will allow the expansion 

and flexibility of the final product as well as going deeper into the study of stress 

levels in academic environments.  

2.5.3. Determine next steps 

Depending on the results and the review process a decision must be made in order to 

decide if the project is ready for deployment or if more iterations must be made, or if it 

is necessary to start a new project. 

2.5.3.1. List of possible actions 
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The project is ready to be deployed, some errors may be found in the project, but 

the team will only be able to see them and understand them in future stages as well 

as when more experience is gained in the ML area. 

2.6. STAGE SIX: Deployment 

2.6.1. Plan deployment 

In the last phase of the CRISP-DM methodology, the ML artifact gets launched and the 

result are exposed to the relevant public. A strategy for the maintenance of the 

application and possible improvements are included on the report. 

2.6.1.1. Deployment plan 

To be able to implement the artifact in the real world, a web application is developed 

and hosted in a PaaS (Platform as a Service), in this case, the cloud platform service 

offered by Google .  

Is necessary for the use of the application to have access to real data provided by 

students. By answering the online questionnaire, the student can observe the 

prediction of the personal level of stress at the specific moment of filling the form.    

2.6.2. Plan monitoring and maintenance 

2.6.2.1. Monitoring and maintenance plan 

As a monitoring and maintenance plan, the following process is stablished.  

• Semestral extraction and storage of the data obtained by the questionnaire 

(spreadsheet format). 

• The data collected should get storage in a cloud platform alongside the web 

application. Automation of process using Software as a Service.  

• Annual reassessment of queries and attributes used for the prediction of 

stress levels. 
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• Annual report containing visualizations, facts, and inferences regarding stress 

level in students. This report will be handed to the pertinent stakeholders to 

improve student experience.  

2.6.3. Produce final report 

2.6.3.1. Final report 

Submitted on 16 of May 2022 

2.6.3.2. Final presentation 

Q&A Session on the 24 of May 2022 

2.6.4. Review project 

2.6.4.1. Problem encountered 

As a first option, the deployment of the web application was going to be on Heroku. 

In later stages the team found out that the platform has been hacked and it does not 

allow uploads from GitHub. The solution was swapping for Google Cloud Platform. 
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Conclusion  

The use of CRISP-DM methodology on this project made possible to achieve the main goal 

proposed at the start.  The predictions of stress levels in students enrolled in a higher 

education course have been predicted accurately by three different Machine Learning 

Models.  

The results and findings of this research point out the need of providing students with 

alternative tools and solutions for managing academic stress. The prediction of stress levels 

can help universities and colleges to identify and carry-out measures to a problem that has 

increased dramatically over time.  

The findings of the prediction also aim to reduce withdrawal from institutions due to academic 

stress. It is important to help students to stay motivated and keep working on their course, 

without putting to waste the progress already obtained.  

The end result may allow universities and colleges to identify student profiles that are at risk 

and serve as a starting point to the reduction of academic stress within the institution.  
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Appendices 

Appendix A: Project management 
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Appendix B: Survey 
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Appendix C: Reflective Journal 

This analysis is the opportunity to identify and reflect on the elements that help us to achieve 

the culmination of this project and to expand our knowledge of the subject.  

At the beginning of this project finding the right idea to develop the business case and the 

machine learning artifact was challenging. Trying to find the balance between the skills we have 

in coding and different languages and a relevant topic that everybody liked was a difficult task.  

Some of the ideas were:  

• Predicting the number of houses needed to help with the housing crisis in Ireland. 

• Predict the level of birth rates in Japan by 2030 

• Predict the winning numbers for the lottery 

• Predict the winning team for the World Cup.  

 These ideas weren’t adequate, some of them were already being done by other groups in the 

class and some other were unfit for the project.  

One of our group members, Valentina, concentrated on the concept of finding an idea which we 

can all relate. 

The idea chosen was to predict levels of stress on IT students.  

Finding a dataset related to it with a good enough number of entries was a little bit challenging. 

This needed to have a solid base, and it had to be big enough to train the model for the machine 

learning.  

Going through each step of the CRISP-DM Framework helped the group to have a better 

understanding of the Data Mining Process and how to improve the  approaches to come up with 

better results for the models. 
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The data preparation is evidently one of the longest steps in the machine learning and in our 

case some changes were necessary and a bit tedious, like the code scheme, to convert attributes 

into numerical data.  

The modelling was also a long and arduous process that with the help of the lecturer 

Muhammad Iqbal we were able to know how to improve constantly, learning new concepts like 

underfitting or overfitting models, reaching better accuracy levels and more. We are really 

grateful for the guidance that the lecturer gave to us week by week.  

 The elements in the dataset were used as a guide to create and adapt a survey for the new 

dataset. With the survey created the group aimed to understand the different expressions of 

the human brain.  

Working together as a team was an easy task and made the project run smoothly, each member 

contributed to different areas where each has the right skills to accomplish the task, finishing 

the project on time is due to all of us. 

This was a reflective and learning journey that we all have enjoyed and also suffered. But we are 

sure that all is going to be worth it in the near future. 
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Appendix D: Extras 

GitHub Link: https://github.com/Dani-elaqh/PiRates.Stress 

Poster:  

  

https://github.com/Dani-elaqh/PiRates.Stress
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