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[Figure.19] Example of the dataset used to train the model.                                                      

 

The approach 

 

There are different ways to face a text classification problem with supervised 

Learning. We are going to implement a simple approach known as «bag of 

words». In this method, the text (in our case the news article) is simply defined 

by the set of words that composed it. This way, the Machine Learning 

Algorithm will basically learn (based on the training data) which words are 

usually in a fake or reliable news article. 
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Procedure to build the Model 

 

Because one of the goals of this project is to evaluate the performance of  

different algorithms, we built models for each dataset using four algorithms. 

Further description is provide at Algorithms Section. 

• Naive Bayes (NB): Implemented through the e1071 R Library 

• Support vector machine (SVM): We used the RTextTools R Library, 

which depends on e1071. 

• Random forest (RF):  We used the RTextTools R Library, which 

depends on RandomForest. 

• Gradient Boosting (XGB): Implemented using the XGBoost R Library. 

 

So, we obtained 4 Models for each dataset: 

• Kaggle Fake News Dataset 1: 

◦ Model_NB 

◦ Model_ SVM 

◦ Model_ RF 

◦ Model_ XGB 

• The same for the other datasets 

 

In this section, we explain the procedure followed to build the XGBoost 

Model using the Victory University Dataset.  
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The Models were built following these steps: 

 

1. Splitting the Dataset into Training and Test data: 

 

• 70% of the dataset will be used as Train data: The model will be 

built using this portion of the data. 

• 30% of the dataset will be used as Test data: We will use the 

model’s build using the 70% of the dataset to classify the 30% that 

hasn't been used to train the model. This will allow us to calculate 

the accuracy of the classification made with our model. We will 

explain later how the accuracy is calculated. 

 

 

 

 

 

 

[Figure.20] R Script used to split the data into Train and Test data.                                                      
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2. Cleaning the data: 

 

We need to remove everything that doesn't contribute to the analysis from the 

data before we run the algorithm. The cleaning of the data used in this project 

includes: 

• Convert to lower-case letters. 

• Remove punctuation. 

• Remove numbers. 

• Remove blank space 

Remove stopwords: Stop words are commonly used words (a, an, and, the, 

this, those). The reason why stop words should be removed is that we can 

focus on the words that really differentiate the articles and not the words that 

are in all the articles. 

•      Stemming Words: Trimming words such as ‘calling’, ‘called’ and ‘calls’ to 

call. 

 

 

 

 

 

[Figure.20] R Script used to clean the data.                                                      
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3. Building the Document-Term Matrix: 

 

To be able to run a Machine Learning algorithm, we first need to transform 

each news article into a numerical representation in the form of a vector. In 

[Figure.21], we show how build the DTM. This matrix will be the numerical 

representation that a  Machine Learning algorithm is able to understand. As 

you can see, each column within this matrix represents a word in the training 

data. Thus, each document is defined by the frequency of the words that are 

in the dictionary composed for all the terms in our data. 

 

 

 

 

 

[Figure.20] The Document Term Matrix (DTM).                                                      
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[Figure.21] R Script used to build the DTM.                                                      

 

 

 

4. Model Building: 

This is the point where we create the function using a Machine Learning 

Algorithm. In [Figure.22], we show the code snippet we used to build the 

XGBoost Model. First we need to add the labels to our DTM to create the 

Matrix that we pass to the XGBoost function. We implement a decision trees 

based XGBoosting using the following parameters: 

• objective = "binary: logistic" : To train a binary classification model (this 

is the case of fake news detection). 

• max.depth = 7 : Maximum depth of a tree. 

eta = 0.01 : Step size shrinkage used in update to prevents overfitting. 

• nrounds = 10000 : The number of rounds for boosting. 

The model created with the XGBoost function has been saved into the 

model_XGB variable. This model will be used later to classify new data. 
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[Figure.22] R Script used to build the DTM.                                                      

 

 

5. Classifying news articles using the model_XGB and calculating the 

accuracy of the model: 

 

Now that we have a model, we can use it to classify new data. Remember that 

we count with the labels of the data (fake (1) or reliable (0)). So, the goal is to 

verify the accuracy of the model by comparing the results returned for the 

Model with the true labels. 

i.      The accuracy of the Model over the Training data: 

A first measure of the accuracy of the model can be calculated by classifying 

the same data that has been used to build the model. Our Model must 

perform very well when classifying this data. 

This accuracy doesn't really give a good measure of the efficiency of the model 

to classify new data, but it is used to validate that the algorithm has been 

correctly implemented. 
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It is expected to get an accuracy close to 100% when using the Train data. In 

[Figure.23], we show the accuracy and Confusion Matrix we got over the 

training data. 

 

ii.     The accuracy of the Model over the Test data: 

A second measure of the accuracy of the model is calculated by classifying 

the news articles of our Test Data. This data was not used to build the Model. 

So, the results of the classification over the Test Data give us a good measure 

of the accuracy of the model. 

When we used the Test data to calculate the accuracy, it must be noticed 

that,  even if the Test data was not used to build our model, it comes from the 

same dataset of our Training data. It is therefore very likely that the news 

articles come from similar sources and have a similar writing style. That is 

why, when calculating accuracy using test data from the same dataset, it is 

also expected to get a good accuracy. The accuracy and Confusion Matrix is 

shown in [Figure.23]. 
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iii.   The accuracy of the Model over another dataset (the Gofaas Dataset): 

The best measure of the accuracy of a model, is the one calculated by 

classifying data that is not related at all with the dataset used to build the 

model. In this project we use the Gofaas Dataset as our final Test data. 

  

 

 

 

 

 

 

 

 

 

 

[Figure.23] Accuracy and Confusion Matrix of the model built using XGBoost 

and the Victory University Dataset. These are the result obtained when 

classifying the articles of the Gofaas Dataset. Notice the good results we got 

when using the model created to classify data from a different dataset that 

the one used to build the model. 
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Datasets 
 

Kaggle Fake News Dataset 1 

 
It is a full train dataset size of 20386 unique values provided from 

Kaggle competitions. Follows below its attributes:  

• Id: unique id  

• Title 

• Author 

• Text 

• Label 

o 1 – Reliable 

o 0 – Unreliable 

There are two types of articles fake and real News. It is basically 

constituted PolitiFact news articles and it is written by a different number of 

distinct authors about 89%. Only 1% of the articles are written by Pam Key 

and 9% by nan. Train.csv dataset is also designed to build a system to identify 

unreliable news article. It was the very first dataset used to build the model. 

 

 
[Figure.24] train.csv dataset provide by Kaggle.com 
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Kaggle Fake News Dataset 2 
 

It is a fake news detection dataset; size of 2831 unique values with the 

following attributes:  

• URLs 

• Headline 

• Body 

• Label 

o 1 – Reliable 

o 0 – Unreliable 

There are two types of articles fake and real News. The nature of the 

dataset is PolitiFact and it contains: bbc, reuters, nytimes, cnn and others 

reliable URLs sources and for beforeitsnews for fake. There are more 0 or 

fake news articles then reliable ones. 

 
[Figure.25] data.csv provide by Kaggle.com 
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Victory University Dataset 
 

The dataset contains two types of articles fake and real News. This 

dataset was created by The University of Victoria, Canada.  

Reliable articles were obtained by crawling articles from Reuters.com 

(News website), unreliable articles were collected from unreliable websites 

that were flagged by PolitiFact (a fact-checking organization in the USA) and 

Wikipedia. The dataset contains different types of articles on different topics. 

Each article contains the following information:  

• Type 

• Text 

• Label 

o 0 – Reliable 

o 1 – Unreliable 

The initial dataset provided by the University was reviewed and cleaned, 

as there were some articles that contained only sources to videos, data was 

reviewed carefully reviewed.  

 The [Figure.26] gives a breakdown of the categories and number of articles 

per category. 

News 
Articles 

Size 

Subjects 

Type 
Articles 
Size 

Reliable 20233 
World 9697 

Politics 10536 

Unreliable 15076 

GovernmentNews 1089 

Middle-east 521 

US News 341 

left-news 2881 

politics 3780 

News 6464 

TOTAL 35309   
 

[Figure.26] Dataset was created by The University of Victoria, Canada 
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Gofaas DataSet 
 

The dataset contains two types of articles fake and real News, it 

contains only political types of articles.  The original dataset was created from 

GitHub repository Fake Newsnet, which contains two files: politifact_fake.csv, 

which is the file from where unreliable articles were taken from.  Each entry 

was reviewed manually to confirm if the URL was active and whether the 

article could be considered indeed unreliable. Reliable articles were obtained 

by crawling articles from trusted sources such as:  Reuters.com (News 

website), Washington Post, Guardian, BBC, among others.  

Each article contains the following information:  

• Source / URL 

• Text 

• Label 

o 0 – Reliable 

o 1 – Unreliable 

The [Figure.27] gives a breakdown of the categories and number of 

articles per category.  

 

News 
Articles 

Size 

Reliable 304 

Unreliable 207 

TOTAL 511 

 

[Figure.27] Gofaas an original Dataset made to check accuracy of the model 
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Algorithms 
 

 

According to Hastie, (2014) it is an accurate state of dominance of the 

following algorithms: 

 

XG-Boost > Boosting > Random Forest > Bagging > Naïve Bayes 

Single Tree 

 

XG-Boost and Random Forest are based on Trees. Naïve Bayes and Trees 

comes from probability and as such they all rely on Bayes’ Model in order to 

predict if an event is happening. The Bayes’ Theorem or Bayes’ Rule is a way 

to figure out conditional probability, in other words it to find out if there is a 

relationship between one or more events.  

According to Glen (2014) the Theorem was named after English 

mathematician Thomas Bayes (1701-1761).  

 

 

Naïve Bayes Algorithm 
 

 

Naïve Bayes is based on the Bayesian theorem, there in order to 

understand Naïve Bayes it is important to first understand the Bayesian 

theorem. The name Naive is used because it assumes the features that go 

into the model is independent of each other. That is changing the value of 

one feature, does not directly influence or change the value of any of the other 

features used in the algorithm. In order to understand how Naïve Bayes works 

first is necessary to understand what ‘Conditional Probability’ is and what is 

the ‘Bayes Rule’. Mathematically, Conditional probability of A given B can be 

computed as:  
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Equation 2: 

 

 

 

 

 

 

[Figure.28] Bayes Rules 

• P(c|x) is the posterior probability of class (target) given predictor 

(attribute). 

• P(c) is the prior probability of class. 

• P(x|c) is the likelihood which is the probability of predictor given class. 

• P(x) is the prior probability of predictor. 

 

 

Naïve Bayes simple example for Fake News Detection 

 

To illustrate the way Naïve works, 4 segments from rows will be taken 

from the dataset “goofaasDataset.csv”, which a dataset created by our team 

with proven authentic labelled as 0 and non-authentic labelled as 1 pieces of 

information.  

 

 

 

[Figure.29] Rows 104-105 from the will be taken for our training data 
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TRAIN DATA LABEL 

Malia Obama who has decided that as an adult she… 1 

Manchester United's Champions League run ended… 0 

Marine crawls to finish Boston Marathon from fallen… 0 

TEST DATA LABEL 

Malia Obama may have done irreparable harm to… ? 

 

[Figure.30] Row 103 will be used as our testing data. 

 

 

 

Naïve Bayes is a probabilistic classifier, thus, the main goal here is to 

calculate the probability that the sentence from test data “Malia Obama 

may have done irreparable harm to…” is 1 (unreliable) and also the 

probability that is 0 (reliable).  

 

Written mathematically it would translate to:  

 

P(1| Malia Obama may have done irreparable harm to)  - 

the probability that the label of the sentence is non authentic. 

 

The first step to be done when creating a machine learning model is to 

determine what it will be used as a feature. Features are pieces of information 

taken from the text and passed to the algorithm. In our case, news is 

composed of words; those words. Those words have to be converted into 

numbers in order for the model to do the calculations. This is accomplished 

by using word frequencies, which means that the order and sentence 

construction is not important, and each new is treated as a set of the words 

it contains, the feature in this case will be the count of each of these words. 

 


